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Closure Approximation Error in the Mean Solution of 
Stochastic Differential Equations by the Hierarchy Method 

G. Adomian 1 and K. Malakian  ~ 
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The iterative or stochastic Green's function method of solution of stochastic 
differential equations is used to find the error terms in the solution and mean 
solution due to truncation in the hierarchy method. A comparison is made 
of solutions by the iterative and the hierarchy method. 
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Cons ider  the n th -o rder  l inear  s tochast ic  differential  equa t ion  (1'2) 5r = x,  
where 5r is an n th -o rder  s tochast ic  (differential) ope ra to r  given by  ~ = 
~ = 0  at(t, oo) d~/dt ~, where the at(t, oJ) [t ~ T, oJ ~ (~ ,  ~,, /~)], a p robab i l i ty  
space, m a y  be s tochast ic  processes for  v = 0, 1 ..... n -  1; a ,  > 0; and  
x(t ,  o~) is a s tochast ic  process  on T • ~2. Let  ~q~ = L + R with L a deter-  
minist ic  (and invert ible)  ope ra to r  given by  L = ~ = o  (a~(t, w) )  d~/dt ~ and  
R ~t-1 = ~,~ = o =v(t, w) d~/dt ~, where at  = ( a t )  + ~ .  Assume ( R )  = 0. 

The c o m m o n l y  used h ie rarchy  me thod  (2) m u s t  resor t  to a closure 
a pp rox ima t ion  to t runcate  the h ie rarchy  in o rde r  to ob ta in  a solut ion.  This  
is known to lead to e r roneous  results, <8~ but  the precise e r ror  in the solut ion 
or  the mean solut ion has no t  been evaluated.  To see how this e r ror  arises we 
rewri te  the equa t ion  in the fo rm 

y = L - Z x  _ L - 1 R y  

and  opera te  f rom the left by  R. Then  

R y  = R L -  i x  - R L -  1Ry 

Averag ing  the equa t ion  for  y, we have 

( y )  = L - ~ ( x )  - L - ~ ( R y )  = L - ~ ( x )  - L - I ( R L - ~ R y )  (1) 
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by substituting for <Ry> from the average of the second equation. If  the 
usual closure approximation is made at this first stage, we have 

<RL- 1Ry) = <RL- iR><y) 

which is clearly equivalent to neglecting the fluctuations of RL-1R.  One 
wishes to know what error in y results. 

Closure approximations at the second stage means setting 

<RL- ~RL- ~Ry> = <RL- IRL-  1R><y> 

neglecting the fluctuations of R L -  ~RL- ~R, etc., for higher stage closures. (a~ 
The iterative method of Adomian is in many ways more satisfactory for 

a solution since it involves no closure approximations. Further, computer 
results from the dissertation of Elrod (4~ excerpted here show excellent validity 
for the iterative method. It is natural therefore to contemplate its use to 
provide an answer to the question of error involved in closure approximation 
by the hierarchy method. Of course, one may object that one approximate 
method is being used to evaluate another. However, the procedure is reason- 
able because there is no measure of the error in the solution by hierarchy, the 
iterative method is accurate, and the procedure here provides theoretical 
insight into closure approximation errors. 

The solution by the iterative method has been given (2~ as y = ~ =  0 ( -  1)~y~, 
where 

Yo = L -  ix 

Yl = L -  1RL- ix 

Y2 = L -  1RL- 1RL- ix = (L -  1R)~L- ix 

Y3 = L - 1RL- 1RL - 1RL- ix = (L -  1R)SL - ix 

etc., or y~ = (L -  1R)%- ~x. 
Let us therefore examine the left and right sides of the last equation 

using the iterative solution: 

y = ~ ( - 1 ) " - ~ ( L - ~ R ) " - ~ L - I x  

<RL-~Ry) = ( R L - 1 R [ L - i x  _ L - 1 R L - l x  + L - 1 R L - 1 R L - Z x  

- L -  1 R L -  1 R L -  1RL-  lx . . . ]>  

= <RL- ~R>L - ~<x> - <RL- ~RL- ~R>L- ~<x> 

+ <RL- IRL-  1RL- 1R>L- t<x> 

- <RL - I R L -  ~RL - I R L -  ~R>L- ~<x> +... 

<RL- ~R)<y> = <RL- ~R>[L- ~(x> - L -  ~(R>L- ~<x> 

+ L -  I<RL- 1R)L-  l<x> - L -  I<RL- ~RL- ~R>L- ~<x> ...] 

= <RL- ~R>L- ~<x> + <RL- ~R>L- ~<RL- ~R>L- ~<x> 

- < R L -  ~R>L- ~<RL- I R L -  ~R>L- ~<x> ... 
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Consequently, 

( R L - 1 R y )  - ( R L - 1 R ) ( y )  

- ( R L - I R )  ~ ( -  1 ) n - l ( ( L - 1 R ) " - l ) ] L - l ( x )  

= { [ - ( R L - I R L - i R )  + ( R L - i R L - X R L - 1 R )  

- ( R L -  XRL- 1RL- 1RL- zR) ...] 

- [ ( R L  - I R ) L  - I ( R L -  ~ R )  

+ <RL- ~R)L-  Z<RL- ~RL- ~R).. .]}L- ~(x) (2) 

Thus the truncation at this stage results in the above error (within the 
neglected terms). If  a Gaussian assumption is made to eliminate the odd 
terms, then within the neglected terms we have 

<RL- ~Ry) - <RL- ~R)<y> 

= ( ( R L - i R L - ~ R L - ~ R )  - ( R L - X R ) L - ~ ( R L - I R )  + . . . )L -~(x )  (3) 

Of course if R L -  XR = ( R L -  ~R) the approximation is valid. If  not, the error 
in y in making the truncation at this stage is given by (3). What then is the 
error in ( y )  which results? We have from (1) 

( y )  = L - ~ ( x )  - L - ~ ( R L - i R y )  

Then substituting for ( R L - ~ R y )  not just ( R L - I R ) ( y ) ,  but the neglected 
error as well from (3), we have 

( y )  = L -  ~(x) - L -  ~(RL-  ~R) (y )  

- ( ( R L -  ~RL- ~RL- ~R) - ( R L -  ~R)L- X(RL- XR) + ...)L- ~(x) (4) 

Hence 

[1 + L - ~ ( R L - ~ R ) ] ( y )  

= [1 - ( ( R L -  ~RL- ~RL- ZR) - ( R L -  I R ) L -  ~(RL-  ZR) +. . . )]L- ~(x) 
(5) 

is an equation for (y) .  It is of course possible to similarly find the error in 
(y )  due to truncation at higher stages of the hierarchy or to find the error 
in the correlation or covariance o fy  due to closure approximations at various 
levels. 

Evaluation of such expressions depends on the form of R, the Green's 
function l(t, -c) for the operator L, and the type of process involved. Thus, 
to evaluate the expression [from (5)] 

( R L  - ~RL - XRL - ~R) - ( R L  - ~R)L-  ~(RL - IR) (6) 
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suppose R = a(t, ~o), which we write ~(t). Then 

f2 L-  1R = l(t, ,)a(,) d-r 

and proceeding in a straightforward manner we obtain 

J; RL-~R = l(t, ~-)cz(t)aO- ) dr 

f;r  L-  1RL- ~R = t(t, ~)t(~, r)~(Oa(7) dr & 

fSo' RL-~RL-~R = l(t, "c)l('r, 7)a(t)c~(~-)a(7 ) d r d ,  

f Y;fo L-  ~RL- ~RL- ~R -- l(t, r)l(r, r)l(r, ~) 

x a(r)a(r)o~(a) d(~ dr d~" 

flfffi RL-  ~RL- IRL- ~R -= l(t, r)t(z, r)l(r, or) 

• a(t)~(~)~(r)~(-) d~ dr d~ 

Hence 

and 

( R L -  1RL- 1RL- 1R) 

f f'f' = /(t, "OlO', Y)/(r, a) 
~'O,JO .JO 

x (a(t)aO')a(r)a(a)) de dr dr 

( R L -  1R) = fot l(t, ~-)(a(t)aO')) dr 

(RL-  ~R)L- ~(RL- 1R) = fo' l(t, 7)(a(t)c~(r)) dr 

x f l  f2 l(t, "Ol('c, 7)(~(z)a(7)) dv dT 

(7) 

(8) 

Assuming Gaussian behavior for a, the ensemble average in (7) can be 
written in terms of the correlation of a, i.e., R~; hence (7) and (8) and therefore 
(6) can be evaluated by assuming a particular correlation function, e.g., for 
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white noise or an Ornstein-Uhlenbeck process. Thus in a particular stochastic 
differential equation with particular stochastic behavior, the error in making 
closure approximation at various stages could be found. 

It is preferable to avoid the use of hierarchy methods altogether and use 
the iterative or sgf procedure. If  one persists in its use, the above errors 
should be calculated to see if it is reasonable to use the method. 

I n t e r o r e t a t i o n .  A convenient physical interpretation exists which 
provides insight into a comparison of the hierarchy and iterative methods 
and into the error in the mean solution due to the closure approximation in 
the hierarchy equations. Consider s = x or the equivalent equation (when 
~ - 1  = ~ exists) y = ~ x .  The iterative procedure gives us ~ and finally 

y = ~ ( - 1 ) " - I ( L - 1 R ) " - I L - l x  

This can be viewed as a matrix product of an infinite row matrix and an 
infinite column matrix, 

L - 1  

( -  1 ) ( r -  1R)L-1 

y =  ( - 1 ) 2 ( L - 1 R )  2L-1 .Ix,  x,. . .  [ 

( -  1 ) " - I ( L - 1 R ) " - I L  -~ 

For any approximate solution for y, say q~,, we have the finite matrix product 

L - 1  

( -  1)(L- ~R)L-~ 

go. = I ( -  1)2(L-~R) 2L-~ .Ix, . . . ,  x] 
I 

( -  1)"-I(L-1R)L-1 

where the column matrix is the n-tuple. 
The equation 5~ = x has been decomposed previously into (L  + R)y  = 

x, or under suitable assumptions 

y = L - i x  _ L - 1 R y  

= L - i x  _ L - 1 R ( L - l x  - L - 1 R { L - l x  

_ L - 1 R [ L - I  x ... L - 1 R ( L - X x  _ L-~Ry)]}  ...) 

= L -  ~x - ( L -  1R) (L-  ix)  + ( L -  ~R)2L- ~x 

_ ( L - Z R ) a L - ~ x  + ... + ( - 1 ) " - I ( L - ~ R ) " - ~ y  + ... 
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Writing this also as a matrix product of  an infinite row and infinite column 
matrices, we have 

L - ~  

(-  1)(L-1R)L-1 
Y = i ( -  1)2(L-~R)2L-1 .(x, x, x , . . . ,y , . . . )  

( -  1)-- ~(r- ~R)L -1 

For an approximate solution again we have 

(~_~I)(L- ~R)L- ~ 
~b. = ( -  1)2(L- ~g)Li -~ �9 (x, 

I ( - W - I ( L - 1 R )  '~- 1L-11 
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From the matrix product representation of the solution process, one can 
interpret the solution as obtained from a complex system of many input/ 
output systems. 

In Adomian's iterative expansion, we view the many inputs as all equal 
to x and outputs with increasing complexity given by the column matrix. 

In the closure approximation of the hierarchy method, the input is 
nearly identical to that of the iterative method, except for the last entry in 
the row matrix. This is where the error arises. If the hierarchy was carried 
out indefinitely, the two methods would yield the same result. The fluctuation 
in the input would be at infinity. However, in any finite system, i.e., with 
closure, the fluctuation in the input will be at the last entry of the row matrix, 
which affects the approximate solution appreciably. Elrod's dissertation 
compared results for iterative and hierarchy methods with an exact solu- 
tion for a first-order linear stochastic differential equation. (This work is 
continuing at CAM and will be published.) The equation considered is 
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Fig. 3, Twelve  terms of Adomian's iterative series solution for (y(t)). 

y' + ~(t)y = v(t). We assume ~7(t) to be a Gaussian process and f(t) to 
be an Ornstein-Uhlenbeck process with covariance function given by 
cov(t, t') = K e x p ( - a [ t  - t'[). Results are shown in Table I and Figs. 1-3. 

These results clearly show the superiority of  the iterative method and 
justify its use to evaluate the error in y due to closure. 
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